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Abstract: In this paper, we present studies on
Vietnamese document classification problem
using Support Vector Machine (SVM). SVM is a
learning method with ability to automatically
tune the capacity of the learning machine by
maximizing the margin between positive and
negative examples in order to optimize the
generalization performance, SVM has a large
potential for the successful applications in the
field of text categorization. This paper presents
the results of the experiment of Vietnamese text
categorization with SVM
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I INTRODUCTION

Automatic classification is one of the classic
problems in the field of text data processing.
This is an important issue when dealing with
large amounts of data. There have been many
studies in the world that have shown positive
results in this direction. However, the research
and application of Vietnamese text is still
limited. Many reasons are specific to the

Vietnamese language vocabulary and sentences.

In the field of data mining, text classification
methods have been based on decisive methods
such as Bayes decision, decision tree, K-nearest
neighbor, neural network, etc. These methods
have given The results are acceptable and are
used in practice. In recent years, classification
methods using the SVM have been of interest
and use in many fields of identification and
classification. SVM is a family of kernel-based
methods to minimize the risk of estimation. The
SVM method is derived from statistical theories
developed by Vapnik and Chervonenkis and has
a great potential for theoretical as well as
practical applications. The empirical tests show
that the SVM method is well suited to
classification problems as well as in many other
applications (such as handwriting recognition,
face detection in images, estimates regression,
...). Compared with other classification methods,
the classification ability of SVM is equal or
significantly better.

In this paper, we first describe the basis of
the SVM method and the algorithm for solving

the quadratic problem arising from this method.



I Crawling I

h 4
I Preprocess I

\ 4
I Vectorization I

h 4

I Training I

I ExportvModeI I

Figure 1. The proposed model

The next part deals with the problem of
classifying text in vector expressions.

We emphasize the pre-processing aspect,
character selection, text representation, and
conformity analysis of the SVM method applied
to the text classification problem. The last part is
the SVM application results in the Vietnamese
text classification. These experiments were
designed to verify the SVM classification ability

of Vietnamese text.

I1. PROPOSED MODEL

With document classification problem, there
are many methods based on Naive Bayes,
decision tree, K-nearest neighbor,... These
methods achieved acceptable result and they
were used in real life.

In this document, we will use Support
Vector Machine for our solution because of it

advantages with others.

Our proposed model will present in the
Figure 1. Our proposed model will contain
following step:

Collecting data: Dataset in machine learning
is really important, we build dataset by collect
Vietnamese newspapers from big News websites,
newspapers have already classified into
categories. We split data into 2 parts: first part
for training and second one for testing.

Preprocessing data: After collecting data
from websites, the aim of preprocessing data is
removing some redundancy parts of its content
such as html tags.

Transform words to bag of word and TI-IDF
features: Transform documents, which typically
are strings of characters, into a representation
suitable for the learning algorithm and the
classification task.

Training by SVM model with extracted
features: Training and exporting model using
SVM algorithms and its libraries.

Evaluate the proposed model: Testing model
by testing model with testing data, then evaluate

it using score and f1 score.

I11. DOCUMENT CLASSIFY
3.1 Vetorization

The transformation from text to vector is
important, it helps the machine understand the
natural language and also wunderstand the
importance of each word in the data. We use

vectorization to extract features for SVM model.



There are four steps in vectorization:

v’ Separation of words

Put words into the vocabulary

Performed in vector form

Calculate the weight of the word by TFIDF
(if the concept and calculation of TF-IDF)
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» Term frequency — TF: Word weight is the
frequency of occurrence of that word in the
document. This weighting says that a word
is important to a document if it appears
multiple times in the document.

» TFIDF: Word Weight is the product of the
frequency from the TF and the inverse
document frequency and is determined by

the formula.
IDF = log(N/DF) + 1 (13)
where N is the size of the training material;

DF is the frequency of a document: the

number of documents that a word appears.

The TFIDF weight factor adds the DF
value to the 7F. When a word appears in
fewer documents (corresponding to a small
DF value), the greater the likelihood of
distinguishing documents based on that

word.

3.2 Support vector machine (SVM)

The basic characteristic that determines the
classification ability of a classifier is the
generalized efficiency, or the ability to classify
new data based on the knowledge accumulated

during the training. The coaching algorithm is

considered to be good if, after training, the
generalization efficiency of the receiver is high.
Generalized efficiency depends on two
parameters: training error and ability of machine
learning. In which the training error is the
classification error rate on the training data set.
Machine learning capacity is determined by the
size of VapnikChervonenkis (VC size). VC size
is an important concept for a family of separators
(or classifiers). This quantity is determined by
the maximum number of points that the function
can completely divide in the object space. A
good classifier is the lowest-performing
classifier (that is, the simplest) and ensures a
small training error. The SVM method is based
on this idea.

Consider the simplest classifier problem -

classify the class with the sample dataset:
{(Xia YI) | 1: 1, 2, N N, X; € Rm}

Where samples are object vectors
categorized as positive and negative samples:

- Positive samples are x; samples in the field
of interest and labeled y; = 1;

- Negative samples are samples of x; not
belonging to the domain of interest and labeled
yi=-1;

In this case, the SVM classifier is the
superset of the sample that separates positive
samples from negative samples with the
maximum difference, in which the difference -
also known as the margin - is defined by the

distance between samples positively and



negatively near the hyperplane (Figure 2). This

hyperplane is called the super-smooth margin.

Figure 2: Hyperplane separates positive
samples from negative samples.
If the training dataset is linearly separable,

we have the following constraints:
wix,+b>+1ify,=+1 (2)
wx;+b<-lify,;=—1 (3)

Two hyperplanes with the equation w'x + b
= =+ 1 are called superseded planes (the dashed
lines in Figure 1).

3.3 Document Classify

We used LinearSVC algorithms for our
problems because of its advantages with
large text corpus. The input of LinearSVC is
a set of extracted features(X) and a set of
corresponding labels(y).

In pseudocode, the training algorithm for
an OVR learner constructed from a binary
classification learner L is as follows:

Inputs:

- L, a learner (training algorithm for binary
classifiers)

- Samples X (features extracted in the
previous step)

- labels y where y; € {1, ... K} is the label for
the sample X;

Output:
- Alist of classifiers f;, fork € {1, ..., K}
Procedure:

For eachkin {1, ..., K}

o Construct a new label vector z where z;=
1 if y; =k and z; = 0 otherwise
o Apply L to X, z to obtain f},

Making decisions means applying all
classifiers to an unseen sample x and
predicting the label k for which the
corresponding classifier reports the highest
confidence score:

y = argmax fj (x)

k €{1..K}

After training process finished, a model can
predict any unseen documents.

4 EXPERIMENT RESULT

We have implemented a SVM application
experiment in Vietnamese text classification. A
sample of 84132 documents is available from
http://vnexpress.net, http://tuoitre.vn/,
http://thanhnien.vn/, http://nld.com.vn/ (table 1).
This brochure is divided into two parts: 50% is
used as a training manual, 50% is used as a test
document as shown in Table 1.

In this experiment, for the pre-processing, we
use a Pyvi toolkit to tokenize words in
document. We remove stopwords in the text
using a list of available stop words.

We evaluate our proposed model base on
Confusion Matrix, Accuracy and F1-score.



Document Type Train Test
(33759) | (50373)
Chinh tri 3159 2036
Khoa hoc 1820 2096
Kinh doanh 2552 5276
Phap luat 3868 3788
Strc khoe 3384 5417
Thé gi6i 2898 6716
Thé thao 5298 6667
Vin hoa 3080 6250
Vi tinh 2481 4560

Label Accuracy
Total 92%
Chinh Tri 89%
Doi Song 63%
Khoa Hoc 79%
Kinh Doanh 89%
Phap Luat 92%
Stre Khoe 95%
Thé Gidi 93%
Thé Thao 98%
Van Hoa 95%
Vi Tinh 96%
Table 3: Accuracy

Model F1-Score
SVM 89.4%

Table 4: F1- Score

Table 1: Sample documents used in the

Vietnamese text classification experiment.

Table 2 shows our confusion matrix.

The formula for the F1 score is:

F1=

2 * (precision * recall)

Precision + recall

Table 4 shows our F1-score. Compare with
Naive Bayes model

To evaluate our proposed model, we install
Naive Bayes model and compare the result of
our model with Naive Bayes model. The result
shows that our proposed model get better than
Naive Bayes model both on FI and accuracy
score as shown in Table 5.

Model F1-Score Score
SVM 89.4% 92%
Naive Bayes 89% 90%

Label Total file | True prediction
Chinh Tri 7567 6810
Doi Song 2036 1303
Khoa Hoc 2096 1655
Kinh Doanh 5276 4748
Phap Luat 3788 3484
Strc Khoe 5417 5200
Thé Gi6i 6716 6245
Thé Thao 6667 6600
Vin Hoéa 6250 5998
Vi Tinh 4560 4423

Table 2: Confusion Matrix

TP+TN

Accuracy =

TP+FP+TN+FN

Table 3 shows our result in Accuracy.

Table 5: Compare with Naive Bayes model

We build a web application to visualize our
proposed model for Vietnamese document
classify. Figure 3 shows our web application.




PHAN LOAI VAN BAN TIENG VIET

Van ban thuge loai

Thé Thao

Biéu do phan loai nhém

Figure 3: Web application
5 CONCLUSION

In this paper, we investigated the efficiency
of the SVM classification method. This is a
classifier ~that automatically adjusts the
parameters to optimize classification efficiency
even in high-dimensional feature spaces. SVM
classifiers are suitable for text classification. In
testing with the Vietnamese text classification
problem, classification accuracy was 92%
acceptable under practical conditions. At present,
we are continuing to research the improvement
of pre-processing of text, building standard
training samples as well as adjusting SVM
algorithms to further improve classification
accuracy.
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